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#### Abstract

Following the seminal work of Nesterov, accelerated optimization methods have been used to powerfully boost the performance of first-order, gradient-based parameter estimation in scenarios where second-order optimization strategies are either inapplicable or impractical. Accelerated gradient descent converges faster and performs a more robust local search of the parameter space by initially overshooting then oscillating back into minimizers which have a basis of attraction large enough to contain the overshoot. Recent work has demonstrated how a broad class of accelerated schemes can be cast in a variational framework leading to continuum limit ODE's. We extend their formulation to the PDE framework, specifically for the infinite dimensional manifold of continuous curves, to introduce acceleration, and its added robustness, into the broad range of PDE based active contours.


## 1. Introduction

Accelerated and stochastic gradient search methods have been utilized extensively within the machine learning community [2, 3, 4, 5, 6, 7, 8, 9, 10, 11]. Not only does accelerated gradient descent converge considerably faster than traditional gradient descent, but it also performs a more robust local search of the parameter space by initially overshooting and then oscillating back as it settles into a final configuration, thereby selecting only local minimizers with a basis of attraction large enough to contain the initial overshoot. So far, however, accelerated optimization methods have been restricted to searches over finite dimensional parameter spaces.

Recently, however, Wibisono, Wilson, and Jordan outlined a variational ODE framework in [12] (which we will summarize briefly in Section 2.4) formulated around the Bregman divergence and which yields the continuum limit of a broad class of accelerated optimization schemes, including that of Nesterov's accelerated gradient method [13] whose continuum ODE limit was also demonstrated by Su , Boyd, and Candes in [14]. We adapt this approach to the in-
finite dimensional PDE framework through the formulation of a generalized time-explicit action which can be viewed as a specialization of the Bregman Lagrangian presented in [12]. While the extension we outline from the ODE framework into the PDE framework is general enough to be applied to a variety of infinite-dimensional or distributedparameter optimization problems, the focus of this paper will be on optimization using active contours.

Active contours and surfaces (e.g., [15, 16, 17, 18, 18]) have been widely used for the problem of segmentation and 3D dense reconstruction in computer vision, as they provide a powerful mechanism for modeling object shape and geometry. Curves or surfaces are driven to segment images typically by the optimization of an energy functional, which in general are non-convex infinite-dimensional problems. Due to this non-convexity, traditional active contour models are sensitive to initialization and clutter in the image. The past decade has attempted to reduce this sensitivity by formulating active contour energies in terms of relaxed indicator functions, which under some particular active contour models, reduce to convex problems [19, 20, 21, 22] that can be solved efficiently. While this has greatly advanced active contours, such approaches do not extend to non-convex problems. Thus, we reduce active contour sensitivity by constructing a general method valid for any non-convex active contour model. Furthermore, these methods remain relevant in the era of deep learning, as there are a number of problems where the large training set requirement of current deep learning systems cannot be met, and common tricks for small datasets (e.g., transfer learning, fine tuning, etc) are also not possible. Thus, there is a need for explicit models that reduce the training requirement. Active contours offer such explicit models, and can be complementary to deep learning (see [23, 24]).

Moving into the infinite dimensional framework for accelerated approaches introduces additional mathematical, numerical, and computational challenges and technicalities which do not arise in finite dimensions. For example, the evolving parameter vector in finite dimensional optimization can naturally be interpreted as a single moving particle in $\mathbf{R}^{n}$ with a constant mass which, in accelerated optimiza-
tion schemes, gains momentum during its evolution. Since the mass is constant and fixed to a single particle, there is no need to explicitly model it. When evolving a continuous curve, surface, region, or function, however, the notion of accumulated momentum during the acceleration process is much more flexible, as the corresponding conceptual mass can be locally distributed in several different ways throughout the domain which will in turn significantly affect the evolution dynamics. In this first paper, we develop the simplest case of mass distributed along a curve with a constant density per unit arclength. Therefore the total mass is not constrained to be fixed but evolves according to a contour's changing arclength.

The discrete implementation of accelerated PDE models will also differ greatly from existing momentum based gradient descent schemes in finite dimensions. Spatial and temporal steps sizes will be determined based on CFL stability conditions for finite difference approximations of the PDE's. Viscosity solutions will be required in the PDE framework to propagate through shocks and rarefactions that may occur during the evolution of a continuous front, a phenomenon which manifests itself differently and is therefore handled differently in the finite dimensional case. As such, these considerations will also impact the numerical discretization of accelerated PDE models. In part due to these different discretization criteria and in part to avoid unnecessary complexity in the manifold case, we will abandon the Bregman Lagrangian described in [12] and will instead exploit a simpler time-explicit generalized action which will allow us to work directly with the continuum velocity of the evolving entity rather than finite displacements with the Bregman divergence. Especially for the case of curves and surfaces considered here, this avoids the complication of calculating geodesic distances on highly curved, infinite-dimensional manifolds, but lets us work more easily in the tangent space instead.

This work provides a solid theoretical framework for optimizing functionals defined on contours (and surfaces ${ }^{1}$ ) via accelerated optimization. We derive accelerated optimization on contours, which requires significant mathematical effort (intricate calculations are in supplementary material). As this work is primarily theoretical, we remain neutral on the particular choice of active contour functional being minimized. An extremely large number of energy-based active contour methodologies have been proposed over the past three decades. Any of these models which are geometric in nature (i.e. the energy to be minimized depends on the contour geometry but not its particular parametric or implicit representation) may be accelerated using the PDE scheme presented here. While our illustrative results in Section 4

[^0]will be based on a narrowband level set implementation [25] of the well-known Chan-Vese energy [26], which by now can be solved well with convex approaches, similar robustness improvements would be expected in applying this same acceleration technique to minimize alternative contour energies, in particular non-convex ones that cannot be reduced to a convex problem, as well. Recently we have also introduced PDE acceleration into optimization problems for the manifold of diffeomorphisms (image registration) [27, 28] and linear function spaces (denoising and deblurring) [29].

## 2. Background and Prior Work

Geometric partial differential equations have played an important role in image analysis and computer vision for several decades now. Applications have ranged from low-level processing operations such as denoising using anisotropic diffusion, blind deconvolution, and contrast enhancement; to mid-level processing such as segmentation using active contours and active surfaces, image registration, and motion estimation via optical flow; to higher level processing such as multiview stereo reconstruction, visual tracking, SLAM, and shape analysis. See, for example, [30, 31, 32] for introductions to PDE methods already established within computer vision within the 1990's, including level set methods [33] already developed in the 1980's for shape propagation. Several such PDE methods have been formulated, using the calculus of variations [34] as gradient descent based optimization problems in functional spaces, including geometric spaces of curves and surfaces.

### 2.1. PDE Based Active Contours

Coming to the specific focus of this paper, several active contour models are formulated as gradient descent PDE flows of application-specific energy functionals $E$ which relate the unknown contour $C$ to given data measurements. Such energy functionals are chosen to depend only upon the geometric shape of the contour $C$, not its parameterization. Under these assumptions the first variation of $E$ will have the following form

$$
\begin{equation*}
\delta E=-\int_{C} f(\delta C \cdot N) d s \tag{1}
\end{equation*}
$$

where $f N$ represents a perturbation field along the unit normal $N$ at each contour point and $d s$ denotes the arclength measure. Note that the first variation depends only upon the normal component of a permissible contour perturbation $\delta C$. The form of $f$ will depend upon the particular choice of the energy. For example, in the popular ChanVese active contour model [26] for image segmentation, $f$ would be expressed by $\left(I-c_{1}\right)^{2}-\left(I-c_{2}\right)^{2}+\alpha \kappa$ where $I$ denotes the image value at a given contour point, $\alpha$ an arclength penalty weight, $\kappa$ the curvature at a given contour point, and $c_{1}$ and $c_{2}$ the means of the image inside and outside the contour respectively. As an alternative example, the geodesic active contour model [35, 36] would correspond to
$f=\phi \kappa N-(\nabla \phi \cdot N) N$ where $\phi>0$ represents a point measurement designed to be small near a boundary of interest and large otherwise. In all cases, though, the gradient descent PDE will have the following explicit form.

$$
\begin{equation*}
\left.\frac{\partial C}{\partial t}=f N \quad \text { [explicit gradient flow }\right] \tag{2}
\end{equation*}
$$

This class of contour flows, evolving purely in the normal direction, may be implemented implicitly in the level set framework [33] by evolving a function $\psi$ whose zero level set represents the curve $C$ as follows

$$
\frac{\partial \psi}{\partial t}=-\hat{f}\|\nabla \psi\| \quad \text { [implicit level set flow] }
$$

where $\hat{f}(x, t)$ denotes a spatial extension of $f(s, t)$ to points away from the curve.

### 2.2. Sobolev Active Contours

The most notorious problem with active contour models is that the normal speed function $f$ depends point-wise upon noisy or textured data, resulting in fine scale perturbations to the evolving contour which cause it to attract to to spurious local minimizers and be initialization dependent. The traditional fix is to add strong regularizing terms to the energy which penalize fine scale structure in the contour.

This energy regularization strategy has two drawbacks. First, most regularizers often lead to higher order diffusion terms in the gradient contour flow, which can impose smaller time step limitations on the numerical discretization, slowing the evolution of the PDE. Second, regularizers, while they beneficially force regularity on noise and spurious structures also force regularity on the final converged contour. Thus they make it difficult to capture features such as sharp corners, or narrow protrusions/inlets.

Significantly improved robustness, without additional regularization, can be attained by using geometric Sobolev gradients [37, 38, 39] in place of the standard $L^{2}$-style gradient employed by traditional active contours. We refer to this class of active contours as Sobolev active contours, whose evolution may be described by the following integral PDE

$$
\begin{equation*}
\frac{\partial C}{\partial t}=(f N) * K \quad[\text { Sobolev gradient flow }] \tag{3}
\end{equation*}
$$

Here $*$ denotes convolution in the arclength measure with a smoothing kernel $K$ to invert the linear Sobolev gradient operator. The numerical implementation is not carried out this way, but the expression gives helpful insight into how the Sobolev gradient flow (3) relates to the usual gradient flow (2). Namely, the optimization process, not the energy functional itself, is regularized by averaging point-wise gradient forces $f N$ through the kernel $K$ to yield a smoother contour evolution. This does not change the local minimizers of the energy functional, nor does it impose extra regularity at convergence, but induces a dynamic coarse-to-fine
evolution behavior [40], making the contour resistant to local minima.

However, while the Sobolev gradient descent method is successful in making an active contour or surface resistant to a large class of unwanted local minimizers, it comes with heavy computational cost. The linear operator inversion imposes a notable per-iteration cost, which we will instead distribute across iterations in the proceeding accelerated PDE evolution schemes. Recent work [17] seeks to use Sobolev gradients for surfaces using an approximation of the kernel as a separable kernel, however this is only an approximation; our approach avoids convolution altogether.

### 2.3. Momentum and Nesterov Acceleration

If we step back to the finite dimensional case, an alternative and computationally cheaper method to regularize any gradient descent based iteration scheme is to employ the use of momentum. In such schemes each update is a weighted combination of the previous update (the momentum term) and the newly computed gradient at each step. This leads to a temporal averaging of gradient information computed and accumulated during the evolution process itself, rather than a spatial averaging that occurs independently during each time step. As such it adds insignificant per-iteration computation cost while significantly boosting the robustness (and often the convergence speed) of the optimization process.

Momentum methods, including stochastic variants [8, 7], have become very popular in machine learning in recent years [10, 9, 6, 5, 4, 2, 11, 3]. Strategic dynamically changing weights on the momentum term can further boost the descent rate. Nesterov put forth a famous scheme in [13] which attains an optimal rate of order $\frac{1}{t^{2}}$ in the case of a smooth, convex energy function.

### 2.4. Variational Framework for Accelerated ODE's

Recently Wibisono, Wilson and Jordan [12] presented a variational generalization of Nesterov's [13] and other momentum based gradient schemes in $\mathbb{R}^{n}$ based on the Bregman divergence of a convex distance generating function $h$

$$
\begin{equation*}
D(y, x)=h(y)-h(x)-\langle\nabla h(x), y-x\rangle \tag{4}
\end{equation*}
$$

and careful discretizations of the Euler-Lagrange equation for the time integral (evolution time) of the following Bregman Lagrangian

$$
\mathcal{L}(X, V, t)=e^{a(t)+\gamma(t)}\left[D\left(X+e^{-a(t)} V, X\right)-e^{b(t)} \mathbf{U}(X)\right]
$$

where the potential energy $\mathbf{U}$ represents the cost to be minimized. In the Euclidean case, where $D(y, x)=\frac{1}{2}\|y-x\|^{2}$, this simplifies to

$$
\mathcal{L}=e^{\gamma(t)}[e^{-a(t)} \underbrace{\frac{1}{2}\|V\|^{2}}_{\mathbf{T}}-e^{a(t)+b(t)} \mathbf{U}(X)]
$$

where $\mathbf{T}$ models the kinetic energy of a unit mass particle in $\mathbb{R}^{n}$. Nesterov's methods [13, 41, 42, 43, 44, 45| belong to a subfamily of Bregman Lagrangians with the following choice of parameters (indexed by $k>0$ )

$$
a=\log k-\log t, \quad b=k \log t+\log \lambda, \quad \gamma=k \log t
$$

which, in the Euclidean case, yields the following timeexplicit generalized action (compared to the time-implicit standard action $\mathbf{T}-\mathbf{U}$ in classical mechanics [46])

$$
\begin{equation*}
\mathcal{L}=\frac{t^{k+1}}{k}\left(\mathbf{T}-\lambda k^{2} t^{k-2} \mathbf{U}\right) \tag{5}
\end{equation*}
$$

In the case of $k=2$, for example, the Euler-Lagrange equations for the integral of this time-explicit action yield the continuum limit of Nesterov's accelerated mirror descent [45] derived in both [14, 4].

## 3. Acceleration in the PDE Framework

We now develop a general strategy, based on adaptation of the Euclidean case of Wibisono, Wilson, and Jordan's formulation [12] reviewed in Section 2.4, for extending accelerated optimization into the PDE framework. While our approach will be motivated by the variational ODE framework formulated around the Bregman divergence in [12], several new considerations need to be addressed.

For example, the evolving parameter vector in finite dimensional optimization can naturally be interpreted as a single moving particle in $\mathbf{R}^{n}$ with a constant mass which, in accelerated optimization schemes, gains momentum during its evolution. Since the mass is constant and fixed to a single particle, there is no need to explicitly model it. When evolving a continuous curve, surface, region, or function, however, the notion of accumulated momentum during the acceleration process is much more flexible, as the corresponding conceptual mass can be locally distributed in several different ways throughout the domain which will in turn significantly affect the evolution dynamics. In this work, we start with the simplest possible distributed mass model by considering a constant mass density (per unit arclength) along the active contour. This means, unlike the finite dimensional case, that total mass is not necessarily conserved but evolves along with the contour as its arclength changes. In all cases, though, the outcome of these formulations will be a coupled system of first-order PDE's which govern the simultaneous evolution of the continuous unknown (curves in the case considered here), its velocity, as well as the supplementary density function which describes the evolving mass.

In addition, the numerical discretization of accelerated PDE models will also differ greatly from existing momentum based gradient descent schemes in finite dimensions. Spatial and temporal steps sizes will be determined based on CFL stability conditions for finite difference approximations of the PDE's and viscosity solution schemes will be re-
quired to propagate through shocks and rarefactions that occur during the distributed continuous front evolution. This is part of the reason we replace the more general BregmanLagrangian in [12] with the simpler time-explicit generalized action (5), together with the additional benefit that such a choice allows us to work directly with the continuum velocity of the evolving entity (or other generalizations that are easily defined within the tangent space of its relevant manifold) rather than finite displacements utilized by the Bregman divergence (4).

### 3.1. General Approach

Just as in [12], the energy functional $E$ to be optimized over the continuous infinite dimensional unknown (whether it be a function, a curve, a surface, or a diffeomorphic mapping) will represent the potential energy term $\mathbf{U}$ in the timeexplicit generalized action (5). Next, a customized kinetic energy term $\mathbf{T}$ will be formulated to incorporate the dynamics of the evolving estimate during the minimization process. Note that just as the evolution time $t$ would represent an artificial time parameter for a continuous gradient descent process, the kinetic energy term will be linked to artificial dynamics incorporated into the accelerated optimization process. As such, the accelerated optimization dynamics can be designed completely independently of any potential physical dynamics in cases where the distributed unknown is be connected with the motion of real objects. Several different strategies can be explored, depending upon the geometry of the specific optimization problem, for defining kinetic energy terms, including various approaches for attributing artificial mass (both its distribution and its flow) to the actual unknown of interest in order to boost the robustness and speed of the optimization process.

Once the kinetic energy term has been formulated, the accelerated evolution will obtained (prior to discretization) using the Calculus of Variations[34| as the Euler-Lagrange equation of the following time-explicit generalized action integral

$$
\begin{equation*}
\int \frac{t^{k+1}}{k}\left(\mathbf{T}-\lambda k^{2} t^{k-2} \mathbf{U}\right) d t \tag{6}
\end{equation*}
$$

In the simple $k=2$ case, the main difference between the resulting evolution equations versus the classical Principle of Least Action equations of motion (without the time explicit terms in the Lagrangian) is an additional frictionstyle term whose coefficient of friction decreases inversely proportional to time. This additional term, however, is crucial to the accelerated minimization scheme. Without such a frictional term, the Hamiltonian of the system (the total energy $\mathbf{T}+\mathbf{U}$ ), would be conserved, and the associated dynamical evolution would never converge to a stationary point. Friction guarantees a monotonic dissipation of energy, allowing the evolution to converge to a state of zero kinetic energy and locally minimal potential energy (the optimization objective).

This yields a natural physical interpretation of accelerated gradient optimization in terms of a mass rolling down a potentially complicated terrain by the pull of gravity. In gradient descent, its mass is irrelevant, and the ball always rolls downward by gravity (the gradient). As such the gradient directly regulates its velocity. In the accelerated case, gravity regulates its acceleration. Friction can be used to interpolate these behaviors, with gradient descent representing the infinite frictional limit as pointed out in [12]. When the friction is finite, the dynamics converge over time due to a consistent monotonic decrease in total energy (kinetic plus potential) rather than the potential energy alone as in pure gradient descent.

Acceleration comes with two advantages. First, whenever the gradient is very shallow (the energy functional is nearly flat), acceleration allows the ball to accumulate velocity as it moves so long as the gradient direction is self reinforcing. As such, the ball approaches a minimum more quickly. Second, the velocity cannot abruptly change near a shallow minimum as in gradient descent. Its mass gives it momentum, and even if the acceleration direction switches in the vicinity of a shallow minimum, the accumulated momentum still moves it forward for a certain amount of time, allowing the optimization process to look ahead for a potentially deeper minimizer.

### 3.2. Accelerated Active Contours

We now illustrate the steps in the process for developing PDE based accelerated optimization schemes for the specific case of geometric active contours. Not only does this put us into the infinite dimensional framework of PDE's, but it also puts us on a highly curved manifold, in which the standard implementations of momentum using a weighted combination of a previous update and a newly calculated gradient no longer apply in such a straight forward manner. The detailed derivations for all formulas in the proceeding sections can be found in [1].

More specifically, in the case of an active contour, a gradient (as well as any other "search direction") is represented by a vector field on the evolving contour. As the contour changes shape, any incorporation of old gradient information from previous evolution steps, must be remapped onto the current contour configuration via an appropriate parallel transport process on the manifold of curves. This will be accomplished implicitly by the coupled PDE formulations we derive in this section. Furthermore, the resulting coupled PDE evolutions will retain the parameterization independent property of gradient descent based active contours models and will therefore remain amenable to implicit implementation using Level Set Methods [33].

Geometric curve evolution framework We begin with some differential contour evolution formulas that are
needed in order to formulate accelerated active contours. In particular, we look at both the first and second order evolution behavior of a contour in terms of the local geometric frame given by its unit tangent and unit normal vectors.

Let $C(p, t)$ denote an evolving curve where $t$ represents the evolution parameter and $p \in[0,1]$ denotes an independent parameter along each fixed curve. The unit tangent, unit normal, and curvature will be denoted by $T=\frac{\partial C}{\partial s}, N$, and $\kappa$ respectively, with the sign convention for $\kappa$ and the direction convention for $N$ chosen to respect the planar Frenet equations $\frac{\partial T}{\partial s}=\kappa N$ and $\frac{\partial N}{\partial s}=-\kappa T$, where $s$ denotes the time-dependent arclength parameter whose derivative with respect to $p$ yields the parameterization speed $\frac{\partial s}{\partial p}=\left\|\frac{\partial C}{\partial p}\right\|$.

Letting $\alpha$ and $\beta$ denote the tangential and normal speeds of the curve,

$$
\begin{equation*}
\frac{\partial C}{\partial t}=\alpha T+\beta N \tag{7}
\end{equation*}
$$

the frame itself can be shown to evolve as follows.

$$
\begin{equation*}
\frac{\partial T}{\partial t}=\left(\frac{\partial \beta}{\partial s}+\alpha \kappa\right) N, \quad \frac{\partial N}{\partial t}=-\left(\frac{\partial \beta}{\partial s}+\alpha \kappa\right) T \tag{8}
\end{equation*}
$$

Differentiating the velocity decomposition (7) with respect to $t$, followed by the frame evolution (8) substitution, yields the acceleration of the contour

$$
\frac{\partial^{2} C}{\partial t^{2}}=\left(\frac{\partial \alpha}{\partial t}-\beta\left(\frac{\partial \beta}{\partial s}+\alpha \kappa\right)\right) T+\left(\frac{\partial \beta}{\partial t}+\alpha\left(\frac{\partial \beta}{\partial s}+\alpha \kappa\right)\right) N
$$

which may be rewritten as the following two scalar evolution equations for the tangential and normal speeds respectively.

$$
\begin{align*}
\frac{\partial \alpha}{\partial t} & =\frac{\partial^{2} C}{\partial t^{2}} \cdot T+\beta\left(\frac{\partial \beta}{\partial s}+\alpha \kappa\right)  \tag{10}\\
\frac{\partial \beta}{\partial t} & =\frac{\partial^{2} C}{\partial t^{2}} \cdot N-\alpha\left(\frac{\partial \beta}{\partial s}+\alpha \kappa\right)
\end{align*}
$$

Contour potential energy We start by taking the energy or cost functional $E$ for any desired novel or existing geometric active contour model, and we define it as the potential energy $\mathbf{U}$ for the accelerated version of the chosen model. So long as this original energy functional depends only upon the shape of the contour $C$ (not its parameterization), the first variation of the resulting potential energy will have the following form, just as in (1) presented earlier in Section 2.1, where $f N$ denotes the backward local gradient force at each contour point.

$$
\delta \mathbf{U}=-\int_{C} f(\delta C \cdot N) d s
$$

Contour kinetic energy To formulate an accelerated evolution model, we define a kinetic energy, which requires a notion of mass coupled with velocity. The simplest starting model would be one of constant mass density $\rho$ (per unit arclength along the contour) and an integral of the squared norm of the point-wise contour evolution velocity ${ }^{2}$.

[^1]\[

$$
\begin{equation*}
\mathbf{T}=\frac{1}{2} \rho \int_{C}\left(\frac{\partial C}{\partial t} \cdot \frac{\partial C}{\partial t}\right) d s \tag{11}
\end{equation*}
$$

\]

Accelerated contour flow Plugging this into the generalized action integral (6) and computing the Euler-Lagrange equation leads to our accelerated model in the form of a nonlinear wave equation.

$$
\begin{align*}
& \underbrace{\frac{\partial^{2} C}{\partial t^{2}}}_{\text {acceleration }}=\frac{\lambda k^{2} t^{k-2}}{\rho} \underbrace{f N}_{\text {-gradient }}-\underbrace{\frac{k+1}{t} \frac{\partial C}{\partial t}}_{\text {friction }} \\
& -\underbrace{\left(\frac{\partial^{2} C}{\partial s \partial t} \cdot \frac{\partial C}{\partial s}\right) \frac{\partial C}{\partial t}-\frac{\partial}{\partial s}\left(\frac{1}{2}\left\|\frac{\partial C}{\partial t}\right\|^{2} \frac{\partial C}{\partial s}\right)}_{\text {wave propagation and advection terms (achieves parallel transport) }} \tag{12}
\end{align*}
$$

The first term represents the same backward gradient force (now with a time and mass dependent scaling factor) arising in the originally chosen gradient descent active contour model. The second term represents a frictional force which continually dissipates energy. This endows the evolving system with a monotone decrease in total energy (combined potential plus kinetic) over time, which is the basis for its convergence. Finally, the last two terms (bottom line), accomplish the parallel transport of evolution forces over time to the constantly changing contour shape, thereby capturing and mapping the evolution history into the vector field along the updated active contour.

Coupled PDE system If we start with zero initial velocity we can decompose this nonlinear second-order PDE into the following coupled system of nonlinear first order PDE's

$$
\begin{equation*}
\frac{\partial C}{\partial t}=\beta N, \quad \frac{\partial \beta}{\partial t}=\frac{\lambda k^{2} t^{k-2}}{\rho} f+\frac{1}{2} \beta^{2} \kappa-\frac{k+1}{t} \beta \tag{13}
\end{equation*}
$$

Since the contour evolution remains purely geometric (only in the normal direction $N$ ) we may also write down an implicit level set coupled PDE system

$$
\begin{array}{r}
\frac{\partial \hat{\beta}}{\partial t}=\frac{\lambda k^{2} t^{(k-2)}}{\rho} \hat{f}+\nabla \cdot\left(\frac{1}{2} \hat{\beta}^{2} \frac{\nabla \psi}{\|\nabla \psi\|}\right)  \tag{14}\\
\frac{\partial \psi+1}{t} \hat{\beta} \\
\frac{\partial \psi}{\partial t}\|\nabla \psi\|
\end{array}
$$

where $\hat{f}(x, t)$ and $\hat{\beta}(x, t)$ denote spatial extensions of $f$ and $\beta$ respectively.
Numerical advantages A significant advantage of the coupled PDE system (14) is that narrow band level set methods may be used to simultaneously evolve the level set function $\psi$ and the normal speed function $\beta$ within a small subset of a Cartesian grid representing a local neighborhood around the curve $C$ (represented implicitly as the zero level set of $\psi$ ). Incorporating traditional momentum techniques into fully global methods of discrete region evolution on Cartesian grids (e.g. Chambolle-Pock) would not yield this same computational advantage.

A second advantage of the accelerated active contour scheme is the disappearance of diffusion terms that would normally appear due to arclength regularization in gradient descent. In such cases, the gradient $f$ would include curvature forces along the inward normal, giving rise to a geometric heat flow $\frac{\partial C}{\partial t}=\kappa N=\frac{\partial^{2} C}{\partial s^{2}}$. In the accelerated case, ignoring the additional frictional and transport terms in (12), we obtain the simple wave equation $\frac{\partial^{2} C}{\partial t^{2}}=\frac{\partial^{2} C}{\partial s^{2}}$ instead (a more complicated wave equation with the additional terms).

The fact that regularizing diffusion terms turn into wave terms offers yet another huge advantage numerically. Namely, simple explicit forward-Euler discretizations of the accelerated contour system (14) can be stably implemented with time steps $\Delta t$ that are directly proportional to the grid spacing $\Delta x$, whereas the in the case of diffusion, stable time steps are constrained by the square of the grid spacing $\Delta x^{2}$, making explicit gradient descent PDE schemes painfully slow on high resolution grids.

This significant discrete time step improvement is a general property of accelerated PDE's which comes from Von Neumann analysis of their explicit forward discretization. We provide derivations and a detailed analysis of this phenomenon in a companion work [1] for a variety of different explicit Euler discretization schemes.

### 3.3. Options enabled for even greater robustness

Time integration of local gradient measurements $f$ as the curve evolves is the key mechanism by which the accelerated active contour evolves with regularity despite the absence of the explicit diffusion style regularizing forces that arise in their classic gradient descent counterparts. However, additional options for even further evolution regularity are facilitated in the accelerated framework as well.

Sobolev-style gradient smoothing Additional averaging of gradient measurements along the curve itself can be incorporated dynamically by heuristically adding a diffusion term into the velocity evolution (not be be confused with a diffusion term in the curve evolution) in (13) as follows

$$
\begin{equation*}
\overbrace{\frac{\partial \beta}{\partial t}}^{\text {acceleration }}=\frac{\lambda k^{2} t^{k-2}}{\rho} \overbrace{f+\frac{1}{2} \beta^{2} \kappa-\overbrace{\frac{k+1}{t} \beta}^{\text {gradient }}+\tau \overbrace{\tau \frac{\partial^{2} \beta}{\partial s^{2}}}^{\text {friction }} \text { diffusion }}^{\text {grin }} \tag{15}
\end{equation*}
$$

where $\tau>0$ represents a tunable diffusion coefficient. Large values of $\tau$ would give preferential treatment to coarse scale deformations of the evolving contour during the early stages of evolution, with finer scale deformations gradually folding in more and more as the contour converges toward a steady state configuration.

Such a coarse-to-fine behavior would be consistent with that of a Sobolev active contour. In fact, diffusion over a finite amount of time is similar to convolution with a smooth-
ing kernel, which is indeed one way to relate the velocity field of a Sobolev active contour with the simple gradient field $f N$. As such, the incorporation of a diffusion term into the acceleration PDE is the closest and most direct way to endow the accelerated active contour with additional coarse-to-fine Sobolev active contour behaviors without directly employing Sobolev norms in the definition of the kinetic energy (which would require full linear operator inversion at every time step during the accelerated flow, just as in actual Sobolev gradient flows).

A key difference of such an added diffusion term, compared to Sobolev active contours, is that this smoothing process of the gradient field along the contour is carried out concurrently with the accelerated contour evolution itself, rather than statically at each separate time step. As such, if the diffusion coefficient $\tau$ is small enough to allow stable discretization of the PDE with the same time step dictated by the other first order terms, then no additional computational cost is incurred. As the diffusion coefficient is increased, however, the discrete CFL conditions arising from the added second-order diffusion term will begin to dominate in the numerical implementation of the PDE and require smaller and smaller time steps.

Stochastic acceleration terms The accelerated PDE framework, unlike the gradient descent PDE framework, offers a numerical opportunity to introduce random noise into the evolution process without destroying the continuity of the evolution process nor of the evolving object. For example, we could replace the optional diffusion term with a stochastic term as follows

$$
\begin{equation*}
\overbrace{\frac{\partial \beta}{\partial t}}^{\text {acceleration }}=\frac{\lambda k^{2} t^{k-2}}{\rho} \overbrace{f}^{\text {gradient }}+\frac{1}{2} \beta^{2} \kappa-\overbrace{\frac{k+1}{t} \beta}^{\text {friction }}+\overbrace{\tau \mathcal{W}}^{\text {noise }} \tag{16}
\end{equation*}
$$

where $\mathcal{W}$ represents random samples drawn from some distribution and $\tau$ is a positive tunable coefficient (similar to the diffusion coefficient in Section 3.3. Since the noise is added to the acceleration, it gets twice integrated in the construction of the updated contour (or surface) and therefore does not immediately interfere with the continuity nor the first order differentiability of the evolving variable. As such, both the speed $\beta$ as well as the unit normal $N$ of the contour (and hence the velocity $\frac{\partial C}{\partial t}$ ), remain continuous during the coupled PDE evolution. The contour therefore maintains regularity (at least short term).

Adding random noise to a standard (non-accelerated) gradient descent contour PDE, on the other hand, has never been a viable option since noise added directly to the velocity is integrated only once, which does not maintain continuity in the unit normal $N$ of the evolving contour. As such, the contour would immediately become irregular. As such, accelerated PDE's open up a whole new avenue for the inclusion of stochastic terms (as often exploited in finite


Fig. 1. Different initial contours flowing into local minima
dimensional problems) which offer increased resistance to local minimizers. The potential benefit of such a random noise term would be to provide a second and independent mechanism (beyond the acceleration) to perturb the optimization flow away from saddle points or shallow minimizers (e.g., see [48, 49] for PDE stochastic methods in the context of deep learning).

## 4. Illustrative results

In this section we illustrate the performance boost of reformulating an existing active contour model into the accelerated framework and compare performance against Chambolle-Pock. As the scope of this paper is not to invent or put forward any particular active contour model, but rather an accelerated framework that can apply to any variational active model, we will keep the test images simple, such that the popular binary region based active contour models (such as Chan-Vese) are well suited to the segmentation task. We will, however, demonstrate that such models used without sufficient regularity (in this case arc length penalty), become prone to unwanted local minimizers when implemented as standard gradient descent active contours. While alternate global strategies have been developed in recent years (e.g. Chambolle-Pock) to solve that problem for this special class of binary region based active contours, these strategies are not extendable with the same generality as the PDE acceleration framework presented here for a richer class of active contour models. We will see in these couple illustrative examples, that simply applying the contour acceleration is itself sufficient to fix the sensitivity to local minimizers without the need to abandon the active contour framework itself in favor of less general global convex optimization methodologies.

In Figure 1 we see three different initial contour placements (top, middle, bottom) evolving from left-to-right via the gradient flow PDE (2). Each gets trapped within a different local minimizer due to noise, all of which lie very far away from the desired much deeper minimizer along the rectangle boundary. Of course, stronger regularizing terms could be added to the active contour energy functional to impose smoothness on the contour, thereby making it resis-


Fig. 2. Accelerated active contours flowing to similar result
tant to noise. However, the point of this experiment was to create an energy landscape littered with literally tens of thousands (perhaps even hundreds of thousands) of local minimizers in order to demonstrate the effects of acceleration. Furthermore, stronger regularization would sacrifice the ability to capture the sharp corners of the rectangle and increase the computational cost due to smaller resulting step size constraints in the PDE discretization.

We avoid both of these sacrifices by using the exact same active contour force $f$ within the accelerated PDE system (13) instead. In Figure 2, we see the effect of applying accelerated contour evolution scheme with the same initial contour placements and same energy functional (no additional regularizing terms). In all three cases, the accelerated PDE system pushes the contour past the noise, driving it toward a more robust minimum along the rectangle edge.

In Figure 3 we see this same dramatic difference on a real seismographic image where we attempt to use an active contour to pull out the rather noisy "core" of the recorded seismograph line. Along the left column we see four different initial contour placements, where the first three elliptical initializations, which are far from the desired segmented result, pose a considerable challenge to a classical gradient descent active contour. Minimal regularization is allowed here given the spikey nature of the signal, at least in cases where we wish to capture this fine scale level of detail.

In the middle column, we see the converged active contour results based on the standard gradient flow version of the evolution given by (2). Only in the last (bottom) case, is the segmented result reasonable.

In the last column, we see the converged result of the same active contour energy $E$ and force $f$ evolved using the accelerated accelerated PDE system (13). While there are very subtle differences in the final results (as can be see by the slight differences in the converged energy value), all four are nonetheless reasonable now even from the fist three challenging initial contour placements.

In Table 1, we compare our method active contours (AC) to global convex Chambolle/Pock (CP) [20], and find comparable robustness to local minima/initialization as global methods but with a significant computational savings. We choose the regularity such that standard active contours con-


Fig. 3. Non-accelerated (middle) vs. accelerated (right) active contour results for same four initializations (left) on a seismograph image. Cost functional values underneath.

| Near Square | Time CP (sec) | Time AC (sec) | Energy AC | Energy CP | AC |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Res: $280 \times 280$ | 0.176 | 0.042 | $5.1960 \mathrm{E}+08$ | $5.1864 \mathrm{E}+08$ |  |
| Res: $560 \times 560$ | 2.34 | 0.11 | $5.2120 \mathrm{E}+08$ | $5.0995 \mathrm{E}+08$ |  |
| Res: $1120 \times 1120$ | 20.009 | 1.167 | $5.2120 \mathrm{E}+08$ | $5.0726 \mathrm{E}+08$ |  |
| Res: $2240 \times 2240$ | 159.76 | 14.43 | $5.2016 \mathrm{E}+08$ | $5.0563 \mathrm{E}+08$ |  |
| Threshold Mask |  |  |  |  |  |
| Res: $280 \times 280$ | 0.174 | 0.064 | 5.1680E+08 | 5.2250E+08 |  |
| Res: $560 \times 560$ | 2.24 | 0.204 | $5.1680 \mathrm{E}+08$ | $5.0918 \mathrm{E}+08$ | CP |
| Res: $1120 \times 1120$ | 20.438 | 1.055 | $5.1569 \mathrm{E}+08$ | $5.0714 \mathrm{E}+08$ |  |
| Res: $2240 \times 2240$ | 159.178 | 14.606 | $5.2016 \mathrm{E}+08$ | $5.0516 \mathrm{E}+08$ |  |
| Far Square |  |  |  |  |  |
| Res: $280 \times 280$ | 0.771 | 0.278 | 5.1980E+08 | $5.1860 \mathrm{E}+08$ |  |
| Res: $560 \times 560$ | 8.726 | 1.43 | $5.1980 \mathrm{E}+08$ | $5.0900 \mathrm{E}+08$ |  |
| Res: $1120 \times 1120$ | 91.197 | 14.65 | $5.2067 \mathrm{E}+08$ | $5.0691 \mathrm{E}+08$ | - 8 - |
| Res: $2240 \times 2240$ | 772.342 | 69.48 | $5.2016 \mathrm{E}+08$ | $5.0609 \mathrm{E}+08$ |  |

Table 1: [Left]: PDE Acceleration (AC) offers a comparable level of robustness to initialization as global convex Chambolle/Pock (CP) in lower computational time. [Right]: Visual comparison for the results with greatest energy difference in CP \& AC shows that the energy differences are nearly in-perceptible.
verges to a local minima (not the global) over multiple different initializations, so that a better method is required to optimize the energy. The regularity is also chosen with the performance of CP in mind for the comparison, as CP also requires a sufficiently high regularity, although lower than standard active contours, to segment the region.

We run each AC and CP to convergence and measure the computational time, and final energy for 3 initializations (a square inside and close to the desired segmentation - Near square, a square far from the desired segmentation - Far square, and a threshold of the image - Theshold Mask) and 4 different image resolutions. A scaled down noisy binary square image of resolution $1120 \times 1120$ with the resulting segmentation is also shown. Results are displayed in Table 1. This comparison shows that our method consistently obtains comparable local optima over different initializations, similar to CP, but with less computational time. Furthermore, our method applies more generally to non-convex problems, where we would expect similar robustness in our method, and where CP is not applicable.
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[^0]:    ${ }^{1}$ While we do not explicitly treat the case of surfaces, the resulting mathematical expressions are the same as the case of contours and require no extra algorithmic effort besides that of the surface representation.

[^1]:    ${ }^{2}$ The same kinetic energy model paired with the more classical action $\mathbf{T}-\mathbf{U}$ was used to develop dynamic geodesic snake models for visual tracking in 47]

